
Wave packet simulation of dense hydrogen

B. Jakob, P.-G. Reinhard, C. Toepffer, and G. Zwicknagel
Institut für Theoretische Physik II, Universität Erlangen-Nürnberg, Staudtstrasse 7, D-91058 Erlangen, Germany

�Received 15 February 2007; revised manuscript received 31 May 2007; published 26 September 2007�

Dense hydrogen is studied in the framework of wave packet molecular dynamics. In this semiquantal
many-body simulation method the electrons are represented by wave packets which are suitably parametrized.
The equilibrium properties and time evolution of the system are obtained with the help of a variational
principle. At room temperature the results for the isotherms are in good agreement with anvil experiments. At
higher densities beyond the range of the experimental data a transition from a molecular to a metallic state is
predicted. The wave packets become delocalized and the electrical conductivity increases sharply. The phase
diagram is calculated in a wide range of the pressure-density-temperature space. The observed transition from
the molecular to metallic state is accompanied by an increase in density in agreement with recent reverberating
shock wave experiments.
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I. INTRODUCTION

Although hydrogen is the simplest of all chemical ele-
ments, its physical properties under extreme conditions are
still not well known, neither experimentally nor theoretically.
As hydrogen diffuses strongly into other materials, static an-
vil experiments can only be done at rather low temperatures
�1�. A transition to a metallic phase has been predicted by
extrapolation of experimental results �2�. Complementary
shock wave experiments show direct evidence for such a
transition �3�. However, the strong compression observed in
the earlier measurements with the Nova Laser �4,5� has not
been confirmed in more recent experiments with the Z ma-
chine �6–8� or with explosives �9,10�.

The equation of state of hydrogen and hydrogen-rich mix-
tures determines the structure of brown dwarfs and large gas
planets �11–14�. Also for the production of energy by inertial
fusion in pellets the behavior of deuterium under extreme
conditions of temperature and pressure must be known
�16,17�.

Although the Coulomb interaction between the constitu-
ents has been known for more than two centuries, the hydro-
gen phase diagram still constitutes a great challenge to
many-body physics. The possibility of a metallization at high
densities was discussed already in 1935 by Wigner and Hun-
tington �18�. Since then the physical properties of dense hy-
drogen have been studied with a variety of methods. On one
hand, there is the chemical picture �19,20�, where one con-
siders a system consisting of the components H2, H, protons,
electrons, and possibly others, and minimizes the free energy
�12,21,22�. This requires effective interactions, pair correla-
tions, exchange parts, and polarization corrections as input
�23�. In contrast, the ab initio methods start on a more fun-
damental level, but approximations are necessary for practi-
cal solutions. Often only the electrons are treated quantum
mechanically, while the nuclei are supposed to move classi-
cally because of their large mass. In tight-binding molecular
dynamics �TBMD� the forces on the nuclei are obtained from
the total energy of bound electrons whose wave functions are
parametrized to fit, e.g., the H2 molecule and other suitable
data �24�. Alternatively, the electron energy is calculated in

the local density approximation �LDA� of the density func-
tional theory �DFT�. Either the Kohn-Sham equations are
diagonalized directly �25� or the Kohn-Sham functional is
minimized �26–29�. In more recent work the generalized gra-
dient approximation �GGA� is used for the exchange and
correlation energies, see, e.g., Refs. �14,15,30–34�. As long
as the underlying density functionals are independent of the
temperature, this density functional molecular dynamics
�DFMD� is valid, i.e., at low temperatures. In the variational
density matrix �VDM� method the elements of the density
matrix are parametrized, e.g., by Gaussians, and the param-
eters are determined variationally �35�. Alternatively the den-
sity is calculated by a Monte Carlo evaluation of a path in-
tegral �PIMC�. As this requires a sum over all permutations
of single particles, there arises a sign problem for electrons.
The paths must be restricted in order to avoid the crossing of
nodes �RPIMC�. For that purpose either the nodes of the free
particle density matrix are employed �36� or those of the
VDM �37�. So RPIMC is rather a high-temperature method.
In the recently reformulated direct path integral Monte Carlo
method �DPIMC� the exchange problem is contained in a
Slater determinant which can be calculated by stable alge-
braic methods �38,39�. However, convergence problems have
been reported for the DPIMC at low temperatures when the
formation of bound states becomes important �40�.

In this paper, we investigate the metallization of hydrogen
using wave packet molecular dynamics �WPMD� simula-
tions. In this method, the electron wave functions are param-
etrized in terms of moving Gaussians with variable width.
Appropriate equations for equilibrium and dynamic proper-
ties of the system are obtained with the help of a variational
principle. The WPMD approach has been successful in the
description of many-body dynamics such as the scattering of
composite systems such as atoms and molecules �41� and of
heavy ions �42,43�. As in other methods the fermion problem
imposes a major challenge. In earlier applications of WPMD
to dense matter �44–49� various compromises were made in
this respect, for example, the electrons were only antisym-
metrized pairwise or the antisymmetrization was neglected in
the matrix elements of the electron-electron interaction. Such
simplifications had limited the regime of application. The
present results are obtained with an improved WPMD in
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which antisymmetrization is fully implemented which allows
one to proceed more deeply into the regime of dense hydro-
gen. In Sec. II we describe the WPMD as it is used in this
study. For test purposes, the method is applied to model sys-
tems in Sec. III. Isothermal and isochoric changes, the con-
ductivity and the resulting phase diagram of hydrogen are
discussed in Sec. IV. Our conclusions are presented in Sec.
V.

II. WAVE PACKET MOLECULAR DYNAMICS (WPMD)

A. Quasi-classical equations of motion

We consider a wave function � for N particles which is
parametrized by M time-dependent parameters ��vi�t��i
=1, . . . , M�

��t� = ��v1�t�, v2�t�, . . . , vM�t�� �1�

with the normalization ���t� ���t�	=1 for all times t. The
dynamics, i.e., the time evolution of the vi�t� can be obtained
from the time-dependent variational principle by minimizing
the action 
L�� ,���dt with the Lagrangian

L��,��� = ���t��i�
�

�t
− Ĥ���t�	 . �2�

Introducing the expectation value

H�v� = ���Ĥ��	 �3�

and the norm matrix N with the elements

Nij = − 2�Im� �

�vi
��

�

�v j
�� �4�

the Euler-Lagrange equations yield

0 =
d

dt

�L
� v̇i

−
�L
�vi

= 

j=1

M

Nijv̇ j −
�H
�vi

. �5�

If the norm matrix can be inverted the equations of motion

v̇i = 

j=1

M

�N−1�ij

�H
�v j

�6�

yield an approximate solution in a Hilbert space which is
restricted by the parametrization prescribed through Eq. �1�.

Equations �6� resemble Hamiltonian equations except for
the norm matrix N−1. At a given point in parameter space
and assuming M to be even, one can conceive a transforma-
tion

dk = Bdv, BN−1B = � 0 1

− 1 0
� �7�

to M canonical coordinates k for which the equations of
motion

k̇i = 

j=1

M � 0 1

− 1 0
�

ij

�H�k�
�kj

�8�

are symplectic. This transformation will be used in the next
section for deriving a compact formula for ensemble aver-
ages.

B. Time average and ensemble average

For equilibrium expectation values, the equations of mo-
tion �6� need not be solved explicitly, but can be replaced by
an ensemble average with appropriate statistical weight �50�.
Consider a canonical ensemble at a temperature T= �kB��−1

and coordinates �k�t��= �k1�t� , k2�t� , . . . , kM�t�� with sym-
plectic equations of motion �8�. Then the ensemble expecta-
tion value of a dynamical observable A is

Ā =
1

Z
� dMke−�H�k�A�k� , �9a�

Z =� dMke−�H�k�. �9b�

The nonsymplectic equations of motion �6� are related to
symplectic ones through the transformation �7� which is de-
scribed by a matrix B. Then the volume elements are related
by

dMk = �det B�dMv, �det B� = �det N�1/2.

This allows us to reformulate the ensemble expectation value
�9a� and �9b� in terms of the coordinates �vi� as

Ā =
1

Z
� dMv�det N�1/2e−�H�v�A�v� , �10a�

Z =� dMv�det N�1/2e−�H�v�. �10b�

We will evaluate in the following all expectation values ac-
cording to that expression using properly weighted Monte
Carlo sampling of the integrals �50�.

C. Wave-packet ansatz

The constituents of the hydrogen systems are protons and
electrons. The protons are treated classically using simply
their positions as dynamical degrees of freedom. The elec-
trons require a quantum mechanical description which we
will realize by a variational ansatz in terms of Gaussian wave
packets. The necessarily finite number k=1, . . . , N of elec-
trons and protons is placed in a cubic simulation box of
length L. The bulk system is simulated by copying the simu-
lation box periodically in all three directions which produces
a bcc lattice of boxes. The lattice states �k,q� are composed
from periodic copies of Gaussian packets

�k,q��x�� = exp�i
2�q�

L
· x�� 


n��Z3

�k�x� − n�L�, k = 1, . . . , N ,

�11a�
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�k�x�� = � 3

2��k
2�3/4

exp�− � 3

4�k
2 −

ip�,k

2��k
��x� − r�k�2

+ i
p�k

�
· �x� − r�k��	
k

, �11b�

modulated by a Bloch momentum 2�q� /L which is confined
to the first Brillouin zone Q of the cubic lattice, i.e.,

Q = ��q� �qx,qy,qz � �−
1

2
, +

1

2
�� . �12�

The wave packets �k �11b�, where 	
k
is a Pauli spinor, are

tuned by the eight variational parameters

�vk�t�� � �r�k�t�,�k�t�,p�k�t�,p�,k�t�� . �13�

The wave functions �11a� look very similar to a Bloch wave.
However, they involve an approximation: we neglect the q
dependence of the model parameter vk and let them depend
only on k. This simplifies the calculations enormously.

The total many-body wave function is thought to be com-
posed as a Slater determinant. Its handling, however, be-
comes impractical for a continuum of occupied single par-
ticle states as we encounter here. Thus we compute the
energies directly from expressions which hold for indepen-
dent and orthonormalized fermion states �51�, namely,

Ekin = 

k=1

N �
Q

d3q��̃k,q��T̂��̃k,q�� , �14a�

Epot = 

k,k�=1

N �
Q

d3qd3q����̃k,q��̃k�,q���V̂��̃k,q��̃k�,q���

− ��̃k,q��̃k�,q���V̂��̃k�,q���̃k,q��� , �14b�

���̃k,q���̃k�,q�
� � = �kk��

3�q� − q��� . �14c�

However, the Gaussian basis states �11a� and �11b� are non-
orthogonal with the overlaps

��k,q���l,q��	 = �O�kl�
3�q� − q��� . �15a�

We formally orthonormalize that basis to

���̃�� = Y1/2��	, Y = O−1, �16�

and insert that into the energies �14a�–�14c�. This yields the
expressions detailed in the next section.

D. Evaluation of energy

The Hamiltonian of the hydrogen system is given by

Ĥ = 

I=1

N
P� I

2

2M
+ 


i=1

N
p�̂ i

2

2m
+

e2

4��0
� 


I
J=1

N
1

�R� I − R� J�
+ 


i
j=1

N
1

�x�i − x� j�

− 

I,j=1

N
1

�R� I − x� j�
� . �17�

The most involved part is the energy expectation value for

the quantum-mechanical electron system. For its evaluation,
it is advantageous to write the wave function �11a� as a Fou-
rier series

�k,q��x�� = 

���Z3

w��
k exp�i

2���� + q��
L

· x�� ,

w��
k =

1

L3� d3x

�2��3exp�− i
2���

L
· x���k�x�� , �18�

where the Fourier coefficient w��
k is a spinor.

A first key quantity is the overlap O between the single
particle wave functions which becomes

�O�kl = ��k��l	 = L3 

�� �Z3

�w��
k ��w��

l , �19a�

where ��l	���l,q�=0	 has been used as an abbreviation. In a
similar fashion, we find for the overlap matrix elements of
the electron kinetic energy

�T�kl = ��k�
p�̂2

2m
��l	 =

2�2�2L

m



�� �Z3

�� 2�w��
k ��w��

l . �20�

Both together allow us to compose the kinetic energy of the
approximate Bloch ansatz �11a� as

Ekin
�BL� =

�2�2

2mL2N + Tr�T · Y� . �21a�

The evaluation of the various terms of Coulomb energy re-
quires a generalized “overlap” where the Fourier components
are shifted relative to each other by a vector �� . It reads

�D���kl = 

�� �Z3

�w��
k ��w�� +��

l . �22�

Then the quantum-mechanical energies can be written as

Eqm = Ekin + Epot
ep + Epot

ee , �23a�

Epot
ep = −

e2

4��0

L2

2�



���Z3\�0�

1

��2Tr�D�� · Y�

J=1

N

exp�i
2���

L
· R� J� ,

�23b�

Epot
ee =

e2

4��0

L5

2�� 

���Z3\�0�

1

��2Tr�D−�� · Y�Tr�D�� · Y�

− 

���Z3

I��Tr�D−�� · Y · D�� · Y�� , �23c�

I�� = �
−�

� d3rL4

�4�r��rx
2ry

2rz
2sin2��rx

L
�sin2��ry

L
�sin2��rz

L
�

�exp�i
2���

L
· r�� , �23d�

where Ekin stands for the kinetic energy of the electrons, Epot
ep

for the electron-proton interaction, and Epot
ee for direct and
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exchange terms of the Coulomb interaction of electrons.
Note that the exchange term vanishes for electrons with op-
posite spin direction. The inverse overlap matrix Y accounts
for antisymmetrization. The integral I�� which occurs in the
exchange contribution is finite for �� =0 and behaves ��−2 for
��1. The fermion sign problem does not appear in that en-
ergy and the whole computations have been reduced to stable
matrix operations at a tolerable numerical expense O�N3�.

The kinetic energy Ekin is not yet finally defined. The
result �21a� obtained from the approximate Bloch ansatz
�11a� and �18� contains a constant grid energy �2�2 / �2mL2�
per particle. We will show in Sec. III that this term is both
necessary and sufficient to give the correct energy for delo-
calized electrons in jellium. However, for localized and al-
most nonoverlapping electron wave functions a tight binding
approximation is more appropriate:

�k,q�
�TB��x�� = 


n�Z3

exp�i2�q� · n���k�x� − n�L� . �24�

In that ansatz, each packet �k contributes with a constant
phase factor. The Fourier coefficients then depend on q� . Nev-
ertheless, the kinetic energy of an electron with p� =0, p�=0
per box can still be calculated in a straightforward manner.
The result is

Ekin
�TB� =

�2�2

2mL2 f��

L
� + Tr�T · Y� , �25�

where the ratio of width � and box size L obviously regulates
the regime. The function f�� /L� is shown in Fig. 1. As ex-
pected it approaches the values 1 for ��L and 0 for ��L.
The regime of small widths �
0.35L has f 
1 and thus the
tight-binding ansatz becomes favorable whereas f �1 in the
regime of large widths makes the approximate Bloch ansatz
preferable. Instead of searching for an optimal superposition
of Eqs. �11a� and �24� by variation, we minimize the kinetic
energy ad hoc by choosing the minimum of the switch fac-
tors. This yields the kinetic energy finally as

Ekin =
�2�2

2mL2

k

f̃��k

L
� + Tr�T · Y� , �26a�

f̃��

L
� = min� f��

L
�, 1� . �26b�

This is the form to be used in the total energy �23a�–�23d�.
The protons are treated classically with the help of the

Ewald technique �52�. The expectation values �10b� are cal-
culated by Monte Carlo �MC� simulations with the Metropo-
lis algorithm �50�, the dynamic simulations are performed by
solving the equations of motion �6� with a Runge-Kutta time
integration scheme of second order �midpoint method�, see,
e.g., Ref. �53�, which we preferred here instead of the more
frequently used fourth and fifth order Runge-Kutta schemes.
Details of the numerical implementation can be found in
�54,55�.

E. Evaluation of pressure P

The key observable in most measurements is the pressure
P. From the theoretical side, it can be expressed with the
help of the virial theorem �56�

P =
n

3
�2

�Ekin	
N

+
�Epot	

N
� �27�

through the expectation values of the kinetic and potential
energy of both electrons and protons. That expression is for-
mally simple. It is, however, a very sensitive quantity in
practice as it depends crucially on a subtle balance between
kinetic and potential energy.

III. FREE ELECTRON GAS AND ONE-COMPONENT
PLASMA (OCP)

For a test of the WPMD, we compare with the exactly
known Hartree-Fock �HF� solution for the free electron gas
and investigate a simple OCP model for metallic hydrogen.
The HF ground-state energy of a dense polarized free elec-
tron gas, i.e., electrons and a homogeneous neutralizing
background, is �51�

Ee

N
= �1.105

rs
2 −

0.458

rs
�Eh, Eh =

e2

4��0a0
, �28�

where rs= �3/ �4�n��1/3 /a0 is the density parameter of an
electron gas with a number density n and a0=4��0�2 /me2 is
the Bohr radius. The WPMD MC simulations were done at
T=30 K, near the ground state. We first investigate the de-
pendence of the total energy Etot on the number of particles
in the simulation box at a fixed density n=2�1029 m−3, see
Fig. 2. Already the case of one single particle per box pro-
vides a reasonable agreement with the HF result. The wave
packet is a plane wave with p� →0 and �→� and the energy
would vanish except for the Bloch term �first term in Eq.
�21a�� which describes the interaction of the electron with its
own copies. For a few particles in the box, the interaction
limits the relative width � /L and the agreement becomes
worse. But for more than 27 electrons in the box, the total

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 0.2 0.4 0.6 0.8 1

f(
γ/

L)

γ/L

FIG. 1. The function f�� /L� for the tight binding energy �25�.
The dashed line at value 1 indicates the relative position of the
kinetic energy �21a� from the Bloch ansatz.
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energies agree again nicely with the HF values and for cubic
numbers 27, 64, 125, 216, . . ., a cubic lattice is formed.

A one-component plasma �OCP� model for metallic hy-
drogen at low temperatures can be obtained by superimpos-
ing a homogeneous unpolarized electron gas with protons.
The kinetic energy of the OCP at T=0 is zero and the poten-
tial energy of the protons in a homogeneous electron back-
ground is �57�

EOCP

N
= −

0.899

rs
Eh. �29�

The total energy of electrons and protons becomes

Ee+OCP

N
= �1.105

rs
2 −

1.357

rs
�Eh. �30�

The first term represents the kinetic energy and the second
the potential energy. This assignment allows one to compute
the pressure easily with Eq. �27�. The solid line in Fig. 3
shows the pressure as a function of the density. The overall
trends look realistic. However, at low densities near n=2
�1029 m−3, the e+OCP pressure becomes negative. This
indicates an instability. At these low densities the electrons
become localized and bound states are formed. But this can-
not be described with this simple e+OCP model. Because of
the strong coupling, more refined temperature-dependent ex-
pressions for EOCP �58� yield for 300 K results which hardly
differ from those of Eq. �29� on the scale of Fig. 3.

Figure 3 also shows the results from two WPMD simula-
tions at low temperature �T=300 K� with different numbers
of electrons per simulation box. The numerical simulation
provides positive pressure everywhere. As shown below
there is a transition to molecular bound electron states at low
densities. For high densities, the results agree with the simple
OCP model. The convergence with respect to the particle
number depends on the regime. Good convergence with 128
electrons is achieved at low and moderate densities while
more particles are required at higher densities.

IV. HYDROGEN EQUATION OF STATE
AND CONDUCTIVITY

The isotherms of hydrogen and deuterium at room tem-
perature T=300 K have been measured up to a density n
=7�1029 m−3 with diamond-anvil experiments �1,2�. Even
for the largest density the pressure of both isotopes differs by
less than 1 GPa, the simulations are therefore done for hy-
drogen only. Figure 4 shows the isotherms in a semilogarith-
mic plot. The solid curve is a fit to the experiments, the
symbols represent results from fixed-node diffusion Monte
Carlo �DMC� simulation �59�, DFT calculations �29�, as well
as WPMD results for 250 electrons per simulation box. The
simulation methods yield pressures which are somewhat
higher than the experimental values but agree quite well
among each other. Up to a density n=6�1029 m−3 the
present fully antisymmetrized WPMD agrees well with ear-
lier results where the antisymmetrization of the electron-
electron interaction was neglected �48,49�. At higher densi-
ties a close inspection shows for each method a region in
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FIG. 3. Pressure of hydrogen as function of the electron density
from the e+OCP model and WPMD simulations at T=300 K for
128 and 250 electrons per simulation box.
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FIG. 4. Pressure as a function of the electron density at T
=300 K. The solid curve is a fit to the experimental data �1,2�,
symbols are results from DMC �59� and DFT �29� calculations and
WPMD �MC� simulations with 250 electrons per simulation box.
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FIG. 2. The total energy of a polarized free electron gas at n
=2�1029 m−3 as a function of the particle number in the simula-
tion box.

WAVE PACKET SIMULATION OF DENSE HYDROGEN PHYSICAL REVIEW E 76, 036406 �2007�

036406-5



which the slope of P�n� levels off. This occurs in the DMC
simulations at n�7�1029 m−3 while the WPMD simula-
tions place this at a higher density near n=9�1029 m−3 in
agreement with the DFT. The effect is at the edge of visibil-
ity in the pressure plot. As supporting information we show
in Fig. 5 the average width � of the wave packets from
WPMD simulations. Quite generally one expects that the in-
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FIG. 5. Mean width of the wave packets as a function of the
electron density at T=300 K and for 250 electrons per simulation
box.
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FIG. 6. Upper part: The dc conductivity at T=300 K as a func-
tion of the density. Lower part: The dc conductivity for n=2
�1029 m−3 as a function of the temperature. The WPMD results
are given by the filled circles with error bars. The number of elec-
trons per simulation box was 250 for the simulations at T=300 K
and 128 at the larger temperatures. The solid curves show the pre-
dictions of an interpolation formula for the conductivity of moder-
ately coupled plasmas �65�. The other symbols in the lower part are
the conductivities as obtained in GGA �star� �which vanishes at T
=2000 K� and TBMD �triangles� calculations along a Hugoniot
�64�.

(a)

(b)

(c)

FIG. 7. Projection of the particle coordinates onto one plane of
the simulation box. The gray circles are the protons, the small white
circles the centers of the electrons, the large white circles mark the
size of the simulation box. The results are collected from WPMD
simulations with 250 electrons per simulation box at a temperature
of T=300 K and for three different densities: �a� n=2�1029 m−3,
�b� n=6�1029 m−3, �c� n=9�1029 m−3.
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teractions influence the spatial extension of the wave packets
from the de Broglie wavelength at weak coupling to the Bohr
radius typical for bound states at strong coupling, i.e., for
large densities and low temperatures. This behavior is, e.g.,
reflected in the softening of effective pair potentials
�44,45,60,61�. Here the width of the wave packets does not
vary smoothly, but jumps by a factor of 2 at the critical
density. We interpret this as a transition from a molecular
state with localized electrons to a metallic state with ex-
tended electron clouds.

As further support for that interpretation, we have calcu-
lated the conductivity 
 with the help of a dynamic simula-
tion �6� of the current-current autocorrelation function �62�


��� =
�

3L3�
0

�

dt�j��t� · j��0�	

=
�

3L3�
0

�

dt
1

T
�

0

T

dt�j��t� + t� · j��t�� . �31�

The dc conductivity is obtained in the limit �→�. The simu-
lation runs only for a limited time interval �0,Tsim� and thus
the autocorrelation function can be evaluated only for a time

interval �0,Tsim− t�. It shrinks with increasing analyzing time
t which, in turn, enhances the statistical fluctuations for t
→Tsim. As the current is mainly carried by the electrons, we
simulate for 100 electronic plasma periods to obtain an esti-
mate for 
. Because of the fluctuating integrand the conver-
gence is extremely poor in the transition region and the con-
ductivities in the molecular regime should be regarded as
upper limits. In practice, they are probably even lower. In
spite of the limitations of the analysis, the results in Fig. 6
show nicely an increase of the conductivity by orders of
magnitude: at a critical density of n=9�1029 m−3 along the
isotherm �upper part� and similarly at a temperature of T
�3000−4000 K for an isochoric change at fixed n=2
�1029 m−3 �lower part�. These jumps in conductivity indi-
cate a typical insulator-metal transition. In the lower part of
Fig. 6 results are shown which where obtained in GGA and
TBMD calculations along a Hugoniot �64�. They indicate a
smaller jump in the conductivity between 2000 and 5000 K
for n=2�1029 m−3. The solid curves in Figs. 6 represent the
electric conductivity of moderately coupled, fully ionized
plasmas as provided by the interpolation formula from Ref.
�65�. �The limiting Spitzer formula �63� is not applicable
here because of the strong coupling.� These curves serve here
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as reference for the typical values of the conductivity of a
fully ionized plasmas, where nonideality effects are already
taken into account. For more sophisticated theoretical treat-
ments of the conductivity which also consider the influence
of bound states, as essential in the present parameter re-
gimes, see, e.g., Ref. �66�. Our result at T=4000 K lies
above the interpolation curve given in the lower part of Fig.
6. In this temperature regime the Gaussian wave packets
�11b� may not be sufficiently flexible to describe the
electron-ion scattering correctly. We will return to this prob-
lem below. Increasing conductivities have been observed in
measurements at constant Hugoniot. Earlier shock experi-
ments involving temperatures between 3000 and 4500 K
show an increase from 
�3�10−3 �� m�−1 to 

�50 �� m�−1 �67�. An interpolation with later multiple
shock experiments �68� yields a jump from 
�3
�10−3 �� m�−1 to 
�2�105 �� m�−1 at 3000 K �69�. The
transition can also be visualized in terms of the spatial dis-
tributions of the particles. To that end, we project the particle
coordinates into one plane of the simulation box. The results
are shown in Fig. 7. Figure 7�a� for n=2�1029 m−3 shows a
molecular bcc crystal with the electrons localized between
the two protons of the H2 molecules. Around n=6

�1029 m−3, Fig. 7�b�, the crystal begins to dissolve forming
a molecular fluid, this stage requires extremely long simula-
tion times. Melting has been observed at much lower pres-
sures ��6 GPa� and densities in refraction experiments �70�,
while the experiments on the isotherm at room temperature
�1� shown in Fig. 4 remain in the solid regime. At n=9
�1029 m−3, Fig. 7�c�, the protons form a cubic fcc grid, and
because of their large width the electrons can move freely
between the sites. These values of density and temperature
lie within a predicted stability region for two-component
Coulomb crystals �71�.

A more compact and quantitative view of the system’s
structure is provided by the pair distribution functions, the
cumulated probability to find two particles at a given dis-
tance. It is sampled in practice in radial bins. The large num-
ber of particles and MC samples allows a rather fine binning
yielding a nicely smooth looking curve. The left part of Fig.
8 shows the proton-proton pair distribution function for the
three cases discussed above. The change in structure with
changing density is clearly seen. At n=2�1029 m−3 the
strong nearest-neighbor peak agrees well with the bond
length 0.8�10−10 m of the protons in the free H2 molecule.
The long-range order is washed out because of thermal vi-
bration and molecular rotation. At the next higher density,
this structure disappears as one passes through a molecular
fluid phase. Further increase in density to n=9�1029 m−3

produces new structures which now are caused by the long-
range correlation of the cubic fcc lattice of protons immersed
in a practically homogeneous electron gas. The electron-
proton pair distribution functions in the right part of Fig. 8
show for n=2�1029 m−3 a peak near 0.4�10−10 m, i.e.,
the electrons are concentrated between two protons which
form the H2 molecule. With increasing density the molecules
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disappear and the pair distribution function becomes flatter.
But there is no enhancement near zero distance, which indi-
cates that there are no atoms.

Up to here, we have reported in detail results for T
=300 K and various densities. We have performed WPMD
calculations of dense hydrogen within a broad range of con-
ditions, for electron densities n= �1−9��1029 m−3 and tem-
peratures up to T=5000 K. The results are summarized in
Fig. 9 in terms of a phase diagram in the T-P plane. The
filled symbols indicate the molecular phase and the open
symbols the metallic phase. There is a clear separation of the
two regimes associating low T and P to the molecular stage.
Phase coexistence can be found at the border between the
two regimes. Both phases can occur at the same values of
temperature and pressure, but with different density, the me-
tallic phase being denser than the molecular one. In a large
system, both phases should segregate and drops, or even an
extended phase boundary should form. This is not yet ob-
served in the present simulations. The particle number of 250
electrons per simulation box is still too small. Density func-
tional calculations at selected points in the T-P plane also
yield the phase transition from a molecular to a metallic

phase associated by an increase in density �29,33,34�. Their
results are shown in Fig. 9 for comparison. They lie well on
the separation curve emerging from our simulations. In Fig.
10 we show isotherms in the n-P plane which demonstrate a
first-order phase transition from the molecular to the metallic
state. Experimental evidence for such a transition in this
range of densities, temperatures, and pressures has recently
been obtained by a quasi-isentropic compression of a deute-
rium plasma in reverberating shock wave experiments �72�.
It is also interesting to note that the coexistence region which
can be deduced from Figs. 9 and 10 resembles very much the
bananalike domain of a first order insulator-to-metal transi-
tion as shown in Fig. 1 of Ref. �73�. There the transition
occurs at a density of about 5.5�1029 m−3 for temperatures
below 2000 K. At higher temperatures the coexistence region
turns toward much lower densities and ends at a critical point
near T�40 000 K and n�2�1026 m−3.

Additional information about the changes in the system at
increasing temperature can be obtained again from the pair
distribution functions. In Fig. 11 we plotted the proton-
proton �left part� and the electron-proton �right part� pair
distribution functions for different temperatures at a density
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n=2�1029 m−3. As in the case of increasing density at con-
stant T=300 K �Fig. 8� the change from a molecular system
to a metallic fluid, where the protons are embedded in an
almost homogeneous electron gas, is again clearly visible. In
contrast to the strongly correlated proton crystal seen at n
=9�1029 m−3 and T=300 K �Fig. 8, left bottom�, the
proton-proton pair distribution function at T=4000 K and
n=2�1029 m−3 � Fig. 11, left bottom� now shows a moder-
ately coupled proton OCP. The enhancement in the electron-
proton pair distribution near zero distance at T=3000 K
�Fig. 11, right center� here indicates the existence of a small
fraction of atoms or atomlike configurations during the
change from the molecular state at T=300 K to the practi-
cally free electron gas at T=4000 K.

V. SUMMARY AND CONCLUSIONS

We have extended previous formulations of the WPMD
by implementing full antisymmetrization for the electron-
electron interaction and by introducing approximate Bloch
waves in order to account for the periodic continuation of the
simulation box. The basis states �11a� and �11b� are not or-
thogonal which leads for properly antisymmetrized many-
body wave functions to a modified volume element in the
MC sampling �10a� and �10b� �without antisymmetrization
and for Gaussian wave packets �11b� this volume element
happens to be 1�. The overlap of the wave packets increases
with the width of the wave packets. The complete antisym-
metrization of the many-body wave function for all terms of
the expectation values of the Hamiltonian prevents an un-
physical growth of the width by virtue of the presence of the
modified volume element �10a� and �10b�. There is no more
need for introducing an ad hoc external potential as in pre-
vious WPMD simulations �48,49,54�.

We have used the extended scheme to perform WPMD
simulations for dense hydrogen. As a benchmark, we have
compared the results with experiments and competing mod-
els. The equation of state at T=300 K agrees well with dif-
fusion Monte Carlo results. Both theoretical curves yield

somewhat higher pressures than observed in the diamond-
anvil experiments, which were carried out up to densities n
=7�1029 m−3. The simulation results show a transition
from molecular hydrogen to a metallic phase with delocal-
ized electrons. The transition was analyzed and confirmed by
examining several observables, trend in pressure, spatial
widths of electronic wave functions, conductivity, particle
distributions, and pair-distribution functions. The experimen-
tal results stop presently somewhat lower than the predicted
transition point near n=9�1029 m−3.

Systematic simulations for a wide range of densities and
temperatures yield a clear transition curve in the T-P plane
with a molecular phase at low temperatures and/or pressures
and a metallic state otherwise. Results from density func-
tional calculations lie very close to the results from WPMD.
At the transition curve, there is a regime of phase transition
where metallic and molecular phases can coexist at the same
temperature and pressure, however, at much different densi-
ties �metallic hydrogen having larger density than molecular
hydrogen�.

It is desirable to extend the simulations to dense hydrogen
at higher temperatures T�5000 K, as they occur in the
shock wave experiments �4–10,67,68�. At these higher tem-
peratures the present Gaussian ansatz �11b� for the wave
packets seems not to be sufficient �55�. Electron scattering at
higher momenta becomes important there and preliminary
studies have shown that this regime requires an extension
of the wave packets to allow for two different length scales
in one electronic wave function which, in turn, requires more
variational parameters �74,75�. Moreover electron-electron
correlations beyond ensembles of Slater determinants con-
structed from wave packets �11a� and �11b� could be in-
cluded in the framework of the unitary correlator method
�76�. This is a task for future development.
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